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Abstract

When an RTP receiver joins a multicast session, it may need to
acquire and parse certain Reference Information before it can process
any data sent in the multicast session. Depending on the join time,
length of the Reference Information repetition (or appearance)
interval, size of the Reference Information, and the application and
transport properties, the time lag before an RTP receiver can

usefully consume the multicast data, which we refer to as the
Acquisition Delay, varies and can be large. This is an undesirable
phenomenon for receivers that frequently switch among different
multicast sessions, such as video broadcasts.

In this document, we describe a method using the existing RTP and RTP
Control Protocol (RTCP) machinery that reduces the acquisition delay.
In this method, an auxiliary unicast RTP session carrying the

Reference Information to the receiver precedes or accompanies the
multicast stream. This unicast RTP flow can be transmitted at a

faster than natural bitrate to further accelerate the acquisition.

The motivating use case for this capability is multicast applications

that carry real-time compressed audio and video. However, this

method can also be used in other types of multicast applications

where the acquisition delay is long enough to be a problem.

Status of This Memo
This is an Internet Standards Track document.
This document is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
received public review and has been approved for publication by the

Internet Engineering Steering Group (IESG). Further information on
Internet Standards is available in Section 2 of RFC 5741.
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1. Introduction

Most multicast flows carry a stream of inter-related data. Receivers
need to acquire certain information to start processing any data sent
in the multicast session. This document refers to this information

as Reference Information. The Reference Information is
conventionally sent periodically in the multicast session (although

its content can change over time) and usually consists of items such
as a description of the schema for the rest of the data, references

to which data to process, encryption information including keys, and
any other information required to process the data in the multicast
stream [IC2009].

Real-time multicast applications require receivers to buffer data.
Receivers may have to buffer data to smooth out the network jitter,
to allow loss-repair methods such as Forward Error Correction and
retransmission to recover the missing packets, and to satisfy the
data-processing requirements of the application layer.

When a receiver joins a multicast session, it has no control over

what point in the flow is currently being transmitted. Sometimes the
receiver might join the session right before the Reference

Ver Steeg, et al. Standards Track [Page 3]



RFC 6285 RAMS June 2011

Information is sent in the session. In this case, the required

waiting time is usually minimal. Other times, the receiver might

join the session right after the Reference Information has been
transmitted. In this case, the receiver has to wait for the

Reference Information to appear again in the flow before it can start
processing any multicast data. In some other cases, the Reference
Information is not contiguous in the flow but dispersed over a large
period, which forces the receiver to wait for the whole Reference
Information to arrive before starting to process the rest of the

data.

The net effect of waiting for the Reference Information and waiting
for various buffers to fill up is that receivers can experience
significantly large delays in data processing. In this document, we
refer to the difference between the time an RTP receiver wants to
join the multicast session and the time the RTP receiver acquires all
the necessary Reference Information as the Acquisition Delay. The
acquisition delay might not be the same for different receivers; it
usually varies depending on the join time, length of the Reference
Information repetition (or appearance) interval, and size of the
Reference Information, as well as the application and transport
properties.

The varying nature of the acquisition delay adversely affects the
receivers that frequently switch among multicast sessions. While

this problem equally applies to both any-source multicast (ASM) and
source-specific multicast (SSM) applications, in this specification

we address it for the SSM-based applications by describing a method
that uses the fundamental tools offered by the existing RTP and RTCP
protocols [RFC3550]. In this method, either the multicast source (or
the distribution source in an SSM session) retains the Reference
Information for a period after its transmission, or an intermediary
network element (that we refer to as Retransmission Server) joins the
multicast session and continuously caches the Reference Information
as it is sent in the session and acts as a feedback target (see
[RFC5760]) for the session. When an RTP receiver wishes to join the
same multicast session, instead of simply issuing a Source Filtering
Group Management Protocol (SFGMP) Join message, it sends a request to
the feedback target for the session and asks for the Reference
Information. The retransmission server starts a new unicast RTP
(retransmission) session and sends the Reference Information to the
RTP receiver over that session. If there is residual bandwidth, the
retransmission server might burst the Reference Information faster
than its natural rate. As soon as the receiver acquires the

Reference Information, it can join the multicast session and start
processing the multicast data. A simplified network diagram showing
this method through an intermediary network element is depicted in
Figure 1.
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This method potentially reduces the acquisition delay. We refer to

this method as Unicast-Based Rapid Acquisition of Multicast RTP
Sessions. A primary use case for this method is to reduce the
channel-change times in IPTV networks where compressed video streams
are multicast in different SSM sessions and viewers randomly join

these sessions.

+--->|  Intermediary |
| Network Element |
...|(Retransmission Server)|

| Multicast | | [---=-=--- >| Joining |
| Source |------- >| Router |.......... > RTP |
| | | | | Receiver |
|
R —
oo >| Existing |
| RTP |
| Receiver |

------- > Multicast RTP Flow
....... > Unicast RTP Flow

Figure 1: Rapid Acquisition through an Intermediary Network Element

A principle design goal in this solution is to use the existing tools

in the RTP/RTCP protocol family. This improves the versatility of

the existing implementations and promotes faster deployment and
better interoperability. To this effect, we use the unicast

retransmission support of RTP [RFC4588] and the capabilities of RTCP
to handle the signaling needed to accomplish the acquisition.

A reasonable effort has been made in this specification to design a
solution that reliably works in both engineered and best-effort

networks. However, a proper congestion control combined with the
desired behavior of this solution is difficult to achieve. Rather,

this solution has been designed based on the assumption that the
retransmission server and the RTP receivers have some knowledge about
where the bottleneck between them is. This assumption does not
generally hold unless both the retransmission server and the RTP
receivers are in the same edge network. Thus, this solution should
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not be used across any best-effort path of the Internet.

Furthermore, this solution should only be used in networks that are
already carrying non-congestion-responsive multicast traffic and have
throttling mechanisms in the retransmission servers to ensure the
(unicast) burst traffic is a known constant upper-bound multiplier on
the multicast load.

1.1. Acquisition of RTP Streams vs. RTP Sessions

In this memo, we describe a protocol that handles the rapid
acquisition of a single multicast RTP session (called a primary
multicast RTP session) carrying one or more RTP streams (called
primary multicast streams). If desired, multiple instances of this
protocol may be run in parallel to acquire multiple RTP sessions
simultaneously.

When an RTP receiver requests the Reference Information from the
retransmission server, it can opt to rapidly acquire a specific

subset of the available RTP streams in the primary multicast RTP
session. Alternatively, the RTP receiver can request the rapid
acquisition of all of the RTP streams in that RTP session.
Regardless of how many RTP streams are requested by the RTP receiver
or how many will be actually sent by the retransmission server, only
one unicast RTP session will be established by the retransmission
server. This unicast RTP session is separate from the associated
primary multicast RTP session. As a result, there are always two
different RTP sessions in a single instance of the rapid acquisition
protocol: (i) the primary multicast RTP session with its associated
unicast feedback and (ii) the unicast RTP session.

If the RTP receiver wants to rapidly acquire multiple RTP sessions
simultaneously, separate unicast RTP sessions will be established for
each of them.

1.2. Outline

The rest of this specification is as follows. Section 3 provides a

list of the definitions frequently used in this document. In

Section 4, we describe the delay components in generic multicast
applications. Section 5 presents an overview of the protocol design
considerations for rapid acquisition. We provide the protocol

details of the rapid acquisition method in Sections 6 and 7.

Sections 8 and 9 discuss the Session Description Protocol (SDP)
signaling issues with examples and NAT-related issues, respectively.
Finally, Section 10 discusses the security considerations, and
Section 11 details the IANA considerations.
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2. Requirements Notation

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [RFC2119].

3. Definitions
This document uses the following acronyms and definitions frequently:

(Primary) SSM Session: The multicast session to which RTP receivers
can join at a random point in time. A primary SSM session can carry
multiple RTP streams.

Primary Multicast RTP Session: The multicast RTP session an RTP
receiver is interested in acquiring rapidly. From the RTP receiver’s
viewpoint, the primary multicast RTP session has one associated
unicast RTCP feedback stream to a Feedback Target, in addition to the
primary multicast RTP stream(s).

Primary Multicast (RTP) Streams: The RTP stream(s) carried in the
primary multicast RTP session.

Source Filtering Group Management Protocol (SFGMP): Following the
definition in [RFC4604], SFGMP refers to the Internet Group
Management Protocol (IGMP) version 3 [RFC3376] and the Multicast
Listener Discovery Protocol (MLD) version 2 [RFC3810] in the IPv4 and
IPv6 networks, respectively. However, the rapid acquisition method
introduced in this document does not depend on a specific version of
either of these group management protocols. In the remainder of this
document, SFGMP will refer to any group management protocol that has
Join and Leave functionalities.

Feedback Target (FT): Unicast RTCP feedback target as defined in
[RFC5760]. FT_Ap denotes a specific feedback target running on a
particular address and port.

Retransmission (or Burst) Packet: An RTP packet that is formatted as
defined in Section 4 of [RFC4588]. The payload of a retransmission
or burst packet comprises the retransmission payload header followed
by the payload of the original RTP packet.

Reference Information: The set of certain media content and metadata
information that is sufficient for an RTP receiver to start usefully
consuming a media stream. The meaning, format, and size of this
information are specific to the application and are out of the scope

of this document.
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Preamble Information: A more compact form of the whole or a subset
of the Reference Information transmitted out-of-band.

(Unicast) Burst (or Retransmission) RTP Session: The unicast RTP
session used to send one or more unicast burst RTP streams and their
associated RTCP messages. The terms "burst RTP session" and
"retransmission RTP session" can be used interchangeably.

(Unicast) Burst (Stream): A unicast stream of RTP retransmission
packets that enable an RTP receiver to rapidly acquire the Reference
Information associated with a primary multicast stream. Each burst
stream is identified by its Synchronization Source (SSRC) identifier
that is unique in the primary multicast RTP session. Following the
session-multiplexing guidelines in [RFC4588], each unicast burst
stream will use the same SSRC and Canonical Name (CNAME) as its
primary multicast RTP stream.

Retransmission Server (RS): The RTP/RTCP endpoint that can generate
the retransmission packets and the burst streams. The RS may also
generate other non-retransmission packets to aid rapid acquisition.

4. Elements of Delay in Multicast Applications

In a source-specific multicast (SSM) delivery system, there are three
major elements that contribute to the acquisition delay when an RTP
receiver switches from one multicast session to another one. These
are:

0 Multicast-switching delay
o Reference Information latency
o Buffering delays

Multicast-switching delay is the delay that is experienced when

leaving the current multicast session (if any) and joining the new
multicast session. In typical systems, the multicast join and leave
operations are handled by a group management protocol. For example,
the receivers and routers participating in a multicast session can

use the Internet Group Management Protocol (IGMP) version 3 [RFC3376]
or the Multicast Listener Discovery Protocol (MLD) version 2
[RFC3810]. In either of these protocols, when a receiver wants to

join a multicast session, it sends a message to its upstream router

and the routing infrastructure sets up the multicast forwarding state

to deliver the packets of the multicast session to the new receiver.

The join times vary depending on the proximity of the upstream

router, the current state of the multicast tree, the load on the

system, and the protocol implementation. Current systems provide
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join latencies, usually less than 200 milliseconds (ms). If the
receiver had been participating in another multicast session before
joining the new session, it needs to send a Leave message to its
upstream router to leave the session. In common multicast routing
protocols, the leave times are usually smaller than the join times;
however, it is possible that the Leave and Join messages might get
lost, in which case the multicast-switching delay inevitably
increases.

Reference Information latency is the time it takes the receiver to
acquire the Reference Information. It is highly dependent on the
proximity of the actual time the receiver joined the session to the
next time the Reference Information will be sent to the receivers in
the session, whether or not the Reference Information is sent
contiguously, and the size of the Reference Information. For some
multicast flows, there is a little or no interdependency in the data,

in which case the Reference Information latency will be nil or
negligible. For other multicast flows, there is a high degree of
interdependency. One example of interest is the multicast flows that
carry compressed audio/video. For these flows, the Reference
Information latency can become quite large and be a major contributor
to the overall delay.

The buffering component of the overall acquisition delay is driven by
the way the application layer processes the payload. In many
multicast applications, an unreliable transport protocol such as UDP
[RFCO0768] is often used to transmit the data packets, and the
reliability, if needed, is usually addressed through other means such
as Forward Error Correction (e.g., [RFC6015]) and retransmission.
These loss-repair methods require buffering at the receiver side to
function properly. In many applications, it is also often necessary

to de-jitter the incoming data packets before feeding them to the
application. The de-jittering process also increases the buffering
delays. Besides these network-related buffering delays, there are
also specific buffering needs that are required by the individual
applications. For example, standard video decoders typically require
a certain amount, sometimes up to a few seconds, of coded video data
to be available in the pre-decoding buffers prior to starting to

decode the video bitstream.
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5. Protocol Design Considerations and Their Effect on Resource
Management for Rapid Acquisition

This section is for informational purposes and does not contain
requirements for implementations.

Rapid acquisition is an optimization of a system that is expected to
continue to work correctly and properly whether or not the
optimization is effective or even fails due to lost control and
feedback messages, congestion, or other problems. This is
fundamental to the overall design requirements surrounding the
protocol definition and to the resource management schemes to be
employed together with the protocol (e.g., Quality of Service (QoS)
machinery, server load management, etc). In particular, the system
needs to operate within a number of constraints:

o First, a rapid acquisition operation must fail gracefully. The
user experience must not be significantly worse for trying and
failing to complete rapid acquisition compared to simply joining
the multicast session.

0 Second, providing the rapid acquisition optimizations must not
cause collateral damage to either the multicast session being
joined or other multicast sessions sharing resources with the
rapid acquisition operation. In particular, the rapid acquisition
operation must avoid interference with the multicast session that
might be simultaneously being received by other hosts. In
addition, it must also avoid interference with other multicast and
non-multicast sessions sharing the same network resources. These
properties are possible but are usually difficult to achieve.

One challenge is the existence of multiple bandwidth bottlenecks
between the receiver and the server(s) in the network providing the
rapid acquisition service. In commercial IPTV deployments, for
example, bottlenecks are often present in the aggregation network
connecting the IPTV servers to the network edge, the access links
(e.g., DSL, Data Over Cable Service Interface Specification
(DOCSIS)), and the home network of the subscribers. Some of these
links might serve only a single subscriber, limiting congestion

impact to the traffic of only that subscriber, but others can be

shared links carrying multicast sessions of many subscribers. Also
note that the state of these links can vary over time. The receiver
might have knowledge of a portion of this network or might have
partial knowledge of the entire network. The methods employed by the
devices to acquire this network state information is out of the scope
of this document. The receiver should be able to signal the server
with the bandwidth that it believes it can handle. The server also
needs to be able to rate limit the flow in order to stay within the
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performance envelope that it knows about. Both the server and
receiver need to be able to inform the other of changes in the
requested and delivered rates. However, the protocol must be robust
in the presence of packet loss, so this signaling must include the
appropriate default behaviors.

A second challenge is that for some uses (e.g., high-bitrate video)

the unicast burst bitrate is high while the flow duration of the

unicast burst is short. This is because the purpose of the unicast
burst is to allow the RTP receiver to join the multicast quickly and
thereby limit the overall resources consumed by the burst. Such
high-bitrate, short-duration flows are not amenable to conventional
admission-control techniques. For example, end-to-end per-flow
signaled admission-control techniques such as Resource Reservation
Protocol (RSVP) have too much latency and control channel overhead to
be a good fit for rapid acquisition. Similarly, using a TCP (or TCP-
like) approach with a 3-way handshake and slow-start to avoid
inducing congestion would defeat the purpose of attempting rapid
acquisition in the first place by introducing many round-trip times
(RTTs) of delay.

These observations lead to certain unavoidable requirements and goals
for a rapid acquisition protocol. These are:

0 The protocol must be designed to allow a deterministic upper bound
on the extra bandwidth used (compared to just joining the
multicast session). A reasonable size bound is e*B, where B is
the nominal bandwidth of the primary multicast streams and e is an
excess-bandwidth coefficient. The total duration of the unicast
burst must have a reasonable bound; long unicast bursts devolve to
the bandwidth profile of multi-unicast for the whole system.

0 The scheme should minimize (or better eliminate) the overlap of
the unicast burst and the primary multicast stream. This
minimizes the window during which congestion could be induced on a
bottleneck link compared to just carrying the multicast or unicast
packets alone.

0 The scheme must minimize (or better eliminate) any gap between the
unicast burst and the primary multicast stream, which has to be
repaired later or, in the absence of repair, will result in loss
being experienced by the application.

In addition to the above, there are some other protocol design issues
to be considered. First, there is at least one RTT of "slop” in the
control loop. In starting a rapid acquisition burst, this manifests

as the time between the client requesting the unicast burst and the
burst description and/or the first unicast burst packets arriving at
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the receiver. For managing and terminating the unicast burst, there

are two possible approaches for the control loop. First, the

receiver can adapt to the unicast burst as received, converge based

on observation, and explicitly terminate the unicast burst with a

second control loop exchange (which takes a minimum of one RTT, just
as starting the unicast burst does). Alternatively, the server

generating the unicast burst can precompute the burst parameters
based on the information in the initial request and tell the receiver

the burst duration.

The protocol described in the next section allows either method of
controlling the rapid acquisition unicast burst.

6. Rapid Acquisition of Multicast RTP Sessions (RAMS)

We start this section with an overview of the Rapid Acquisition of
Multicast RTP Sessions (RAMS) method.

6.1. Overview

[RFC5760] specifies an extension to the RTP Control Protocol (RTCP)
to use unicast feedback in an SSM session. It defines an

architecture that introduces the concept of Distribution Source,

which, in an SSM context, distributes the RTP data and redistributes
RTCP information to all RTP receivers. This RTCP information is
retrieved from the Feedback Target, to which RTCP unicast feedback
traffic is sent. One or more entities different from the

Distribution Source MAY implement the feedback target functionality,
and different RTP receivers MAY use different feedback targets.

This document builds further on these concepts to reduce the
acquisition delay when an RTP receiver joins a multicast session at a
random point in time by introducing the concept of the Burst Source
and new RTCP feedback messages. The Burst Source has a cache where
the most recent packets from the primary multicast RTP session are
continuously stored. When an RTP receiver wants to receive a primary
multicast stream, it can first request a unicast burst from the Burst
Source before it joins the SSM session. In this burst, the packets

are formatted as RTP retransmission packets [RFC4588] and carry
Reference Information. This information allows the RTP receiver to
start usefully consuming the RTP packets sent in the primary

multicast RTP session.

Using an accelerated bitrate (as compared to the nominal bitrate of
the primary multicast stream) for the unicast burst implies that at a

certain point in time, the payload transmitted in the unicast burst

is going to be the same as the payload in the associated multicast

stream, i.e., the unicast burst will catch up with the primary
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multicast stream. At this point, the RTP receiver no longer needs to
receive the unicast burst and can join the SSM session. This method
is referred to as the Rapid Acquisition of Multicast RTP Sessions
(RAMS).
This document defines extensions to [RFC4585] for an RTP receiver to
request a unicast burst as well as for additional control messaging
that can be leveraged during the acquisition process.

6.2. Message Flows

As shown in Figure 2, the main entities involved in rapid acquisition
and the message flows are:

0 Multicast Source
o Feedback Target (FT)
0 Burst/Retransmission Source (BRS)

0 RTP Receiver (RTP_RX)
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| | >| I
| [-immimm - > [
| | | |
| Multicast|  -------m-m-m-- | |
| Source | | Retransmission | | [
| [-------- >| Server (RS) | | |
| |.-mmm>] | |
I B . |
----------- || Feedback ||<.=.=.=.=.]
| | Target (FT)| |< | RTP Receiver |

PRIMARY MULTICAST | =-eemeeme | | (RTP_RX) |
RTP SESSION with | | | |
UNICAST FEEDBACK | | | |

| |
UNICAST BURST [ | | |

(or RETRANSMISSION) || Burst/ ||< >| |
RTP SESSION || Retrans. ||......... >| |

| |Source (BRS)| |<.=.=.=.=>| [
|

------- > Multicast RTP Flow

.-.-.-.> Multicast RTCP Flow

.=.=.=.> Unicast RTCP Reports

> Unicast RTCP Feedback Messages
....... > Unicast RTP Flow

Figure 2: Flow Diagram for Unicast-Based Rapid Acquisition

As defined in [RFC5760], the feedback target (FT) is the entity to

which the RTP_Rx sends its RTCP feedback messages indicating packet
loss by means of an RTCP NACK message or indicating RTP_RXx’s desire
to rapidly acquire the primary multicast RTP session by means of an
RTCP feedback message defined in this document. While the Burst/
Retransmission Source (BRS) is responsible for responding to these
messages and for further RTCP interaction with the RTP_Rx in the case
of a rapid acquisition process, it is assumed in the remainder of

this document that these two logical entities (FT and BRS) are

combined in a single physical entity and they share state. In the
remainder of the text, the term Retransmission Server (RS) is used
whenever appropriate, to refer to this single physical entity.
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The FT is involved in the primary multicast RTP session and receives
unicast feedback for that session as in [RFC5760]. The BRS is

involved in the unicast burst (or retransmission) RTP session and
transmits the unicast burst and retransmission packets formatted as
RTP retransmission packets [RFC4588] in a single separate unicast RTP
session to each RTP_RXx. In the unicast burst RTP session, as in any
other RTP session, the BRS and RTP_Rx regularly send the periodic
sender and receiver reports, respectively.

The unicast burst is started by an RTCP feedback message that is
defined in this document based on the common packet format provided
in [RFC4585]. An RTP retransmission is triggered by an RTCP NACK
message defined in [RFC4585]. Both of these messages are sent to the
FT of the primary multicast RTP session and can start the unicast
burst/retransmission RTP session.

In the extended RTP profile for RTCP-based feedback (RTP/Audio-Visual
Profile with Feedback (AVPF)), there are certain rules that apply to
scheduling of both of these messages sent to the FT in the primary
multicast RTP session; these are detailed in Section 3.5 of

[RFC4585]. One of the rules states that in a multi-party session

such as the SSM sessions we are considering in this specification, an
RTP_Rx cannot send an RTCP feedback message for a minimum of one
second after joining the session (i.e., Tmin=1.0 second). While this

rule has the goal of avoiding problems associated with flash crowds

in typical multi-party sessions, it defeats the purpose of rapid

acquisition. Furthermore, when RTP receivers delay their messages
requesting a burst by a deterministic or even a random amount, it

still does not make a difference since such messages are not related
and their timings are independent from each other. Thus, in this
specification, we initialize Tmin to zero and allow the RTP receivers

to send a burst request message right at the beginning. For the
subsequent messages (e.g., updated requests) during rapid

acquisition, the timing rules of [RFC4585] still apply.

Figure 3 depicts an example of messaging flow for rapid acquisition.
The RTCP feedback messages are explained below. The optional
messages are indicated in parentheses, and they might or might not be
present during rapid acquisition. In a scenario where rapid

acquisition is performed by a feedback target co-located with the
media sender, the same method (with the identical message flows)

still applies.
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——————— > Multicast RTP Flow

.-.-.-.> Multicast RTCP Flow

.=.=.=.> Unicast RTCP Reports

> Unicast RTCP Feedback Messages
=======> SFGMP Messages

....... > Unicast RTP Flow

Figure 3: Message Flows for Unicast-Based Rapid Acquisition

This document defines the expected behaviors of the RS and RTP_Rx.
It is instructive to consider independently operating implementations

on the RS and RTP_Rx that request the burst, describe the burst,

start the burst, join the multicast session, and stop the burst.

These implementations send messages to each other, but provisions are
needed for the cases where the control messages get lost, or

reordered, or are not being delivered to their destinations.

The following steps describe rapid acquisition in detail:

1. Port Mapping Setup: For the primary multicast RTP session, the
RTP and RTCP destination ports are declaratively specified
(refer to Section 8 for examples in SDP). However, the RTP_Rx
needs to choose its RTP and RTCP receive ports for the unicast
burst RTP session. Since this unicast session is established
after the RTP_RXx has sent a RAMS Request (RAMS-R) message as
unicast feedback in the primary multicast RTP session, the
RTP_Rx MUST first set up the port mappings between the unicast
and multicast sessions and send this mapping information to the
FT along with the RAMS-R message so that the BRS knows how to
communicate with the RTP_RX.

The details of this setup procedure are explained in [RFC6284].
Other NAT-related issues are left to Section 9 to keep the
present discussion focused on the RAMS message flows.

2. Request: The RTP_Rx sends a rapid acquisition request (RAMS-R)
for the primary multicast RTP session to the unicast feedback
target of that session. The request contains the SSRC
identifier of the RTP_Rx (aka SSRC of packet sender) and can
contain the media sender SSRC identifier(s) of the primary
multicast stream(s) of interest (aka SSRC of media source). The
RAMS-R message can contain parameters that constrain the burst,
such as the buffer and bandwidth limits.

Before joining the SSM session, the RTP_RXx learns the addresses
for the multicast source, group, and RS by out-of-band means.

If the RTP_Rx desires to rapidly acquire only a subset of the
primary multicast streams available in the primary multicast RTP
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session, the RTP_Rx MUST also acquire the SSRC identifiers for
the desired RTP streams out-of-band. Based on this information,
the RTP_Rx populates the desired SSRC(s) in the RAMS-R message.

When the FT successfully receives the RAMS-R message, the BRS
responds to it by accepting or rejecting the request.

Immediately before the BRS sends any RTP or RTCP packet(s)
described below, it establishes the unicast burst RTP session.

3. Response: The BRS sends RAMS Information (RAMS-I) message(s) to
the RTP_Rx to convey the status for the burst(s) requested by
the RTP_RX.

If the primary multicast RTP session associated with the FT_Ap

(a specific feedback target running on a particular address and
port) on which the RAMS-R message was received contains only a
single primary multicast stream, the BRS SHALL always use the
SSRC of the RTP stream associated with the FT_Ap in the RAMS-|
message(s) regardless of the media sender SSRC requested in the
RAMS-R message. In such cases the 'ssrc’ attribute MAY be
omitted from the media description. If the requested SSRC and
the actual media sender SSRC do not match, the BRS MUST
explicitly populate the correct media sender SSRC in the initial
RAMS-I message (see Section 7.3).

The FT_Ap could also be associated with an RTP session that
carries two or more primary multicast streams. If the RTP_Rx
wants to issue a collective request to receive the whole primary
multicast RTP session, it does not need the 'ssrc’ attributes to
be described in the media description.

If the FT_Ap is associated with two or more RTP sessions,
RTP_RXx’s request will be ambiguous. To avoid any ambiguity,
each FT_Ap MUST be only associated with a single RTP session.

If the RTP_Rx is willing to rapidly acquire only a subset of the

primary multicast streams, the RTP_Rx MUST list all the media

sender SSRC(s) denoting the stream(s) it wishes to acquire in

the RAMS-R message. Upon receiving such a message, the BRS MAY
accept the request for all or a subset of the media sender

SSRC(s) that match the RTP stream(s) it serves. The BRS MUST
reject all other requests with an appropriate response code.

* Reject Responses: The BRS MUST take into account any
limitations that may have been specified by the RTP_Rx in the
RAMS-R message when making a decision regarding the request.
If the RTP_Rx has requested to acquire the whole primary
multicast RTP session but the BRS cannot provide a rapid
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acquisition service for any of the primary multicast streams,

the BRS MUST reject the request via a single RAMS-I message
with a collective reject response code, which is defined as

510 in Section 11.6 and whose media sender SSRC field is set
to one of SSRCs served by this FT_Ap. Upon receiving this
RAMS-I message, the RTP_Rx abandons the rapid acquisition
attempt and can immediately join the multicast session by
sending an SFGMP Join message towards its upstream multicast
router.

In all other cases, the BRS MUST send a separate RAMS-I
message with the appropriate 5xx-level response code (as
defined in Section 11.6) for each primary multicast stream

that has been requested by the RTP_Rx but cannot be served by
the BRS. There could be multiple reasons why the BRS has
rejected the request; however, the BRS chooses the most
appropriate response code to inform the RTP_RXx.

Upon receiving a reject response indicating a transient
problem such as insufficient BRS or network resources, if the
RTP_Rx wants to retry sending the same request, the RTP_Rx
MUST follow the RTCP timer rules of [RFC4585] to allow the
transient problems to go away. However, if the reject
response indicates a non-transient problem (such as the ones
reported by response codes 504, 505, and 506), the RTP_Rx
MUST NOT attempt a retry. Different response codes have
different scopes. Refer to Section 7.3.1 for details.

The BRS can employ a policing mechanism against the broken
RTP_Rx implementations that are not following these rules.
See Section 10 for details.

* Accept Responses: The BRS MUST send at least one separate
RAMS-I message with the appropriate response code (either
zero indicating a private response or response code 200
indicating success as listed in Section 11.6) for each
primary multicast stream that has been requested by the
RTP_Rx and will be served by the BRS. Such RAMS-I messages
comprise fields that can be used to describe the individual
unicast burst streams. When there is a RAMS-R request for
multiple primary multicast streams, the BRS MUST include all
the individual RAMS-I messages corresponding to that RAMS-R
request in the same compound RTCP packet if these messages
fit in the same packet. Note that if the BRS is sending only
the preamble information but not the whole unicast burst
stream, it will not accept the request but will send a
response code 511 instead, as defined in Section 11.6.
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The RAMS-I message carries the RTP sequence number of the

first packet transmitted in the respective RTP stream to

allow the RTP_Rx to detect any missing initial packet(s).

When the BRS accepts a request for a primary multicast

stream, this field MUST always be populated in the RAMS-I
message(s) sent for this particular primary multicast stream.

It is RECOMMENDED that the BRS sends a RAMS-I message at the
start of the burst so that the RTP_Rx can quickly detect any

missing initial packet(s).

It is possible that the RAMS-I message for a primary multicast

stream can get delayed or lost, and the RTP_RXx can start

receiving RTP packets before receiving a RAMS-I message. An
RTP_Rx implementation MUST NOT assume it will quickly receive

the initial RAMS-I message. For redundancy purposes, it is
RECOMMENDED that the BRS repeats the RAMS-I messages multiple
times as long as it follows the RTCP timer rules defined in

[RFCA4585].

4. Unicast Burst: For the primary multicast stream(s) for which
the request is accepted, the BRS starts sending the unicast
burst(s) that comprises one or more RTP retransmission packets
sent in the unicast burst RTP session. In some applications,
the BRS can send preamble information data to the RTP_Rx in
addition to the requested burst to prime the media decoder(s).
However, for the BRS to send the preamble information in a
particular format, explicit signaling from the RTP_Rx is
required. In other words, the BRS MUST NOT send preamble
information in a particular format unless the RTP_Rx has
signaled support for that format in the RAMS-R message through a
public or private extension as defined in Section 7.1.

The format of this preamble data is RTP-payload specific and not
specified here.

5. Updated Request: The RTP_Rx MAY send an updated RAMS-R message
(as unicast feedback in the primary multicast RTP session) with
a different value for one or more fields of an earlier RAMS-R
message. The BRS MUST be able to detect whether a burst is
already planned for or being transmitted to this particular
RTP_RXx for this particular media sender SSRC. If there is an
existing burst planned for or being transmitted, the newly
arriving RAMS-R is an updated request; otherwise, it is a new
request. Itis also possible that the RTP_Rx has sent an
improperly formatted RAMS-R message or used an invalid value in
the RAMS-R message. If notified by the BRS using a 4xx-level
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response code (as defined in Section 11.6) and only after
following the timing rules of [RFC4585], the RTP_Rx MAY resend
its corrected request.

The BRS determines the identity of the requesting RTP_Rx by
looking at its canonical name identifier (CNAME item in the

source description (SDES)). Thus, the RTP_Rx MUST choose a
method that ensures it uses a unique CNAME identifier. Such
methods are provided in [RFC6222]. In addition to one or more
fields with updated values, an updated RAMS-R message may also
include the fields whose values did not change.

Upon receiving an updated request, the BRS can use the updated
values for sending/shaping the burst or refine the values and

use the refined values for sending/shaping the burst.

Subsequently, the BRS MAY send an updated RAMS-I message in the
unicast burst RTP session to indicate the changes it made.

It is an implementation-dependent decision for an RTP_RX whether
and when to send an updated request. However, note that the
updated request messages can get delayed and arrive at the BRS
after the initial unicast burst was completed. In this case,

the updated request message can trigger a new unicast burst, and
by then if the RTP_Rx has already started receiving multicast
data, a congestion is likely to occur. In this case, the RTP_Rx
can detect this only after a delay, and then it can try to

terminate the new burst. However, in the meantime, the RTP_RXx
can experience packet loss or other problems. This and other
similar corner cases SHOULD be carefully examined if updated
requests are to be used.

6. Updated Response: The BRS can send more than one RAMS-I message
in the unicast burst RTP session, e.g., to update the value of
one or more fields in an earlier RAMS-I message. The updated
RAMS-I messages might or might not be a direct response to a
RAMS-R message. The BRS can also send updated RAMS-I messages
to signal the RTP_RXx in real time to join the SSM session when
the BRS had already sent an initial RAMS-I message, e.g., at the
start of the burst. The RTP_Rx depends on the BRS to learn the
join time, which can be conveyed by the first RAMS-I message or
can be sent/revised in a later RAMS-I message. If the BRS is
not capable of determining the join time in the initial RAMS-I
message, the BRS MUST send another RAMS-I message (with the join
time information) later.

7. Multicast Join Signaling: The RAMS-I message allows the BRS to

signal explicitly when the RTP_Rx needs to send the SFGMP Join
message. The RTP_Rx SHOULD use this information from the most
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recent RAMS-I message unless it has more accurate information.
If the request is accepted, this information MUST be conveyed in
at least one RAMS-I message, and its value MAY be updated by
subsequent RAMS-I messages.

There can be missing packets if the RTP_RXx joins the multicast
session too early or too late. For example, if the RTP_RXx

starts receiving the primary multicast stream while it is still
receiving the unicast burst at a high excess bitrate, this can
result in an increased risk of packet loss. Or, if the RTP_Rx
joins the multicast session some time after the unicast burst is
finished, there can be a gap between the burst and multicast
data (a number of RTP packets might be missing). In both cases,
the RTP_RXx can issue retransmission requests (via RTCP NACK
messages sent as unicast feedback in the primary multicast RTP
session) [RFC4585] to the FT entity of the RS to fill the gap.

The BRS might or might not respond to such requests. When it
responds and the response causes significant changes in one or
more values reported earlier to the RTP_RX, an updated RAMS-I
SHOULD be sent to the RTP_RXx.

8. Multicast Receive: After the join, the RTP_RXx starts receiving
the primary multicast stream(s).

9. Terminate: The BRS can know when it needs to ultimately stop
the unicast burst based on its parameters. However, the RTP_Rx
may need to ask the BRS to terminate the burst prematurely or at
a specific sequence number. For this purpose, the RTP_Rx uses
the RAMS Termination (RAMS-T) message sent as RTCP feedback in
the unicast burst RTP session. A separate RAMS-T message is
sent for each primary multicast stream served by the BRS unless
an RTCP BYE message has been sent in the unicast burst RTP
session as described in Step 10. For the burst requests that
were rejected by the BRS, there is no need to send a RAMS-T
message.

If the RTP_Rx wants to terminate a burst prematurely, it MUST

send a RAMS-T message for the SSRC of the primary multicast
stream it wishes to terminate. This message is sent in the

unicast burst RTP session. Upon receiving this message, the BRS
MUST terminate the unicast burst. If the RTP_Rx requested to
acquire the entire primary multicast RTP session but wants to
terminate this request before it learns the individual media

sender SSRC(s) via RAMS-I message(s) or RTP packets, the RTP_Rx
cannot use RAMS-T message(s) and thus MUST send an RTCP BYE
message in the unicast burst RTP session to terminate the

request.
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Otherwise, the default behavior for the RTP_Rx is to send a
RAMS-T message in the unicast burst RTP session immediately
after it joins the multicast session and has started receiving
multicast packets. In that case, the RTP_Rx MUST send a RAMS-T
message with the sequence number of the first RTP packet
received in the primary multicast stream. Then, the BRS MUST
terminate the respective burst after it sends the unicast burst
packet whose Original Sequence Number (OSN) field in the RTP
retransmission payload header matches this number minus one. If
the BRS has already sent that unicast burst packet when the
RAMS-T message arrives, the BRS MUST terminate the respective
burst immediately.

If an RTCP BYE message has not been issued yet as described in

Step 10, the RTP_Rx MUST send at least one RAMS-T message for

each primary multicast stream served by the BRS. The RAMS-T
message(s) MUST be sent to the BRS in the unicast burst RTP

session. Against the possibility of a message loss, it is

RECOMMENDED that the RTP_Rx repeats the RAMS-T messages multiple
times as long as it follows the RTCP timer rules defined in

[RFCA4585].

The binding between RAMS-T and ongoing bursts is achieved
through RTP_Rx’s CNAME identifier and packet sender and media
sender SSRCs. Choosing a globally unique CNAME makes sure that
the RAMS-T messages are processed correctly.

10. Terminate with RTCP BYE: When the RTP_RXx is receiving one or
more burst streams, if the RTP_Rx becomes no longer interested
in acquiring any of the primary multicast streams, the RTP_Rx
SHALL issue an RTCP BYE message for the unicast burst RTP
session and another RTCP BYE message for the primary multicast
RTP session. These RTCP BYE messages are sent to the BRS and FT
logical entities, respectively.

Upon receiving an RTCP BYE message, the BRS MUST terminate the
rapid acquisition operation and cease transmitting any further

burst packets and retransmission packets. If support for

[RFC5506] has been signaled, the RTCP BYE message MAY be sent in
a reduced-size RTCP packet. Otherwise, Section 6.1 of [RFC3550]
mandates the RTCP BYE message always be sent with a sender or
receiver report in a compound RTCP packet. If no data has been
received, an empty rec